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ABSTRACT
Recent work has shown that modeling higher-order structures, such

as motifs or graphlets, can capture the complex network structure

and dynamics in a variety of graph domains (e.g., social sciences,

biology, chemistry). However, many dynamic networks are not only

rich in structure, but also in content information. For example, an

academic citation network has content such as the title and abstracts

of the papers. Currently, there is a lack of generative models for

dynamic networks that also generate content. To address this gap,

in this work we propose DYnamic Attributed Node rolEs (DYANE)—

a generative model that (i) captures network structure dynamics

through temporal motifs, and (ii) extends the structural roles of

nodes in motifs (e.g., a node acting as a hub in a wedge) to roles

that generate content embeddings. We evaluate DYANE on real-

world networks against other dynamic graph generative model

baselines. DYANE outperforms the baselines in graph structure and

node behavior, improving the KS score for graph metrics by 21-

31% and node metrics by 17-27% on average, and produces content

embeddings similar to the observed network. We also derive a

methodology to evaluate the content embeddings generated by

nodes, taking into account keywords extracted from the content

(as topic representations), and using distance metrics.
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1 INTRODUCTION
Graphs are pervasive in our world, serving as valuable tools for

studying complex systems across diverse domains such as social, bi-

ological, computing, and communication networks. These networks

provide insights into the underlying structures and behaviors that

This work is licensed under a Creative Commons Attribution

International 4.0 License.

CIKM ’23, October 21–25, 2023, Birmingham, United Kingdom
© 2023 Copyright held by the owner/author(s).

ACM ISBN 979-8-4007-0124-5/23/10.

https://doi.org/10.1145/3583780.3614858

Figure 1: Academic Co-authorship Network Example, with
graph structure and attributes changing over time

shape our interconnected world. Creating synthetic graphs proves

beneficial for assessing systems across diverse structures and in-

formation sharing without compromising private data. Previously,

complex networks with temporal characteristics were examined

as static graphs, either by modeling them as growing networks

or by consolidating temporal data into a single graph. In reality,

the majority of these networks possess dynamic properties and

undergo continuous evolution, with nodes and edges constantly

being added or removed. For instance, in social networks, users

establish or remove connections with each other through actions

like following, mentioning, and replying. Moreover, the attributes

of users, such as textual features in their generated content, also

change. These two dynamics—social links and user attributes—may

influence each other. In the context of academic co-authorship net-

works, researchers seek collaborators (represented as neighboring

nodes) who possess similar or complementary knowledge, and the

content generated is the papers they co-author. Additionally, their

personal research interests may evolve based on new collabora-

tions. The interplay between the evolving graph structure and the

changing attributes of its nodes introduces a complex and valuable

area of study.

In this paper, we propose DYnamic Attributed Node rolEs

(DYANE), a generative model for dynamic networks with content.

Since lengthy content generation is influenced by more than just

network interactions, we focus on modeling content embeddings
as node attributes that evolve over time, influenced by network

interactions. We employ temporal motifs as building blocks of net-

work structure and extend motif node roles for content embedding

generation. The use of motifs and node roles can capture corre-

lations in node connections and activity. Modeling the network

content embedding attributes with higher-order structures (e.g.,

motifs) can further improve the quality of the networks generated

by exploiting any overlaps of nodes’ latent interests. To this end,

we design a Node Roles Graph Convolutional Network (GCN) and

a Motif Types Convolutional Neural Network (CNN) for sampling

motifs (and their configuration) based on nodes’ roles and their

content embedding attributes.

Graph structure evaluation metrics, such as density and cluster-

ing coefficient for example, have been designed for static graphs.

With recent work in dynamic network generative models, there is

a need of metrics that consider the temporal dimension. Evaluating
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generative models for attributed dynamic networks poses another

challenge. On static graphs, we can measure the attribute auto-

correlation of nodes and their neighbors. In dynamic networks,

we need to also consider the temporal dimension. We tailor graph

metrics to consider temporal structure and node behavior. To ad-

dress the second challenge, we evaluate the content embeddings

generated by nodes using the distribution of attributes from graph

snapshots, with metrics based on embedding distances. We evaluate

our proposed model, using these three sets of metrics (for temporal

structure, node content embeddings and behavior), against three

recent models on four real-world datasets. The results show that

DYANE generates networks with similar node topic and behav-

ior to the observed networks and better graph structure overall,

compared to the other models.

To summarize, we make the following contributions: (1) we

developed a generative model for dynamic networks with content,

that combines a GCN and CNN for generating synthetic graphs with

new structure similar to the observed input network, and is also

able to sample new content embeddings (previously unseen), and (2)

we outline a methodology to evaluate nodes’ latent interests over

time, based on their content embeddings and keywords extracted

from the content (as topic representations).

The rest of the paper is organized as follows: We first go over re-

latedwork to showwhere ourmodel fits in the literature in Section 2.

In Section 3, we introduce our main definitions and formal problem

statement. Section 4 presents our proposed model, DYANE. In Sec-

tion 5, we present our evaluation methodology, metrics, datasets,

and baselines used. Experimental results and discussion is in Sec-

tion 6. Finally, we present our conclusions in Section 8.

2 RELATEDWORK
Initial models for temporal or dynamic networks (where links ap-

pear and disappear, such as social-network communication pat-

terns) focused on modeling the edges over time, ignoring higher-

order structures [7, 8, 11, 17, 22]. Although traditionally most graph

models have been edge-based, motifs have been established as build-

ing blocks for the structure of networks [2, 16, 37]. Thus, modeling

motifs can help to generate the graph structure seen on real-world

networks and capture correlations in node connections and activity.

The Structural Temporal Model (STM) [19] finds structural motifs in

an input graph and estimates their arrival rates. Afterwards, using

a variation of preferential attachment, STM produces aggregated

temporal networks (i.e., edges will not be removed once they are

placed). DYnamic MOtif-NoDes (DYMOND) [34] is a probabilistic

dynamic-graph generative model that samples graphs with realis-

tic structure and temporal node behavior using motifs. DYMOND

considers both the dynamic changes in overall graph structure

using temporal motif activity and the roles nodes play in motifs.

TagGen [40] is a dynamic graph neural network model that takes

into account higher-order structure by using node-biased temporal

random walks to learn the network topology and temporal depen-

dencies. TG-GAN [36] captures structural and temporal patterns of

dynamic networks using temporal walks and a discriminator.

In the case of attributed graphs, although there are various mod-

els such as MAG [9], AGM [18], and CSAG [21], they have focused

on static graphs. The dynamic attribute network embedding model

(Dane) [33] uses an activeness-aware neighborhood embedding

method (GraphSAGE [5]) to extract the higher-order neighborhood

information at each given timestamp. Dane is used to predict the

network status at the next timestamp (i.e., edges and node cat-

egories). Dynamic Graph Normalizing Flows (DGNF) is a graph

representation model for dynamic attributed graphs that can be

used for link prediction [30]. CTWalk models dynamic attributed

networks, capitalizing on temporal random walks and conditional

GANs [13]. Specifically, it builds upon TagGen [40], for temporal

edge generation, and CTGAN [32], for generating node and edge

attributes seen in the input graph. To the best of our knowledge, CT-

Walk is the only generative model for attributed dynamic networks,

apart from our proposed model.

3 DEFINITIONS
Definition 3.1 (Attributed Graph Snapshot). A graph snapshot is

a time-slice of a network at time 𝑡 , defined as 𝐺𝑡 = (𝑉𝑡 , 𝐸𝑡 , 𝑋𝑡 , 𝑆𝑡 ),
where 𝑉𝑡 ⊆ 𝑉 is the set of active nodes, 𝐸𝑡 ⊆ 𝐸 is the set of edges

at time 𝑡 , 𝑋𝑡 is the set of attributes at time 𝑡 , and 𝑆𝑡 ⊆ 𝑆 are the

edge timestamps.

Definition 3.2 (Attributed Dynamic Network). A dynamic network

(or graph) G = {𝐺1, . . . ,𝐺𝑇 } is a sequence of attributed graph time-

slices where 𝑇 is the number of timesteps.

Definition 3.3 (Motif). We define a motif as a 3-node subgraph

{𝑢, 𝑣,𝑤} and its motif type 𝑖 is determined by the number of edges

between the nodes (i.e., empty has 0, 1-edge has 1, wedge has 2,
triangle has 3 edges).

3.1 Problem Statement
The problem of generating dynamic networks with content em-

beddings is a specific example of generating temporal networks

with changing structure and attributes. The goal of attributed dy-

namic network generation is to generate a new synthetic dynamic

network similar to an observed network. We formally define the

problem as follows:

Problem 1: Attributed Dynamic Network Generation
Input: An attributed dynamic network G = {𝐺1, . . . ,𝐺𝑇 }, where

𝐺𝑡 = (𝑉 , 𝐸𝑡 , 𝑋𝑡 ) is a graph snapshot, 𝑉 is the set of nodes, 𝐸𝑡 is the
set of edges at time 𝑡 , and 𝑋𝑡 is the set of attributes at time 𝑡 .

Output: An attributed dynamic network G′ =
{
𝐺 ′
1
, . . . ,𝐺 ′

𝑇 ′
}
,

where the distribution of graph structure for G′ matches G, the node
behavior of a specific node 𝑣𝑖′ in G′ should be similar to a specific
node 𝑣𝑖 in G, and the distribution of attributes for G′ matches G.

Concretely, consider an arbitrary graph statistic 𝑠 (𝐺) (e.g., den-
sity). Then the distribution of statistic values observed in the input

attributed dynamic network s𝑖𝑛 = {𝑠 (𝐺1), . . . , 𝑠 (𝐺𝑇 )} shouldmatch

the distribution of statistic values observed in the output attributed

dynamic network s𝑜𝑢𝑡 =
{
𝑠 (𝐺 ′

1
), . . . , 𝑠 (𝐺 ′

𝑇 ′)
}
. Likewise, take any

node statistic s(𝑣𝑖 |G) (e.g., node degree). Then, using the temporal

distribution of values for a node s(𝑣𝑖 |G) = {𝑠 (𝑣𝑖 |𝐺1), . . . , 𝑠 (𝑣𝑖 |𝐺𝑇 )},
the distribution of values for all nodes in the input dynamic net-

work {s(𝑣 𝑗 |G)} 𝑗 ∈G should match the distribution of values for all

nodes in the output dynamic network {s(𝑣 𝑗 ′ |G′)} 𝑗 ′∈G′ . Likewise,
the distribution of attributes in the input attributed dynamic net-

work X = {𝑋1, . . . , 𝑋𝑇 } should match the attributes observed in the

output attributed dynamic network X′ = {𝑋 ′
1
, . . . , 𝑋 ′

𝑇 ′}.
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4 DYNAMIC ATTRIBUTED NODE ROLES
We propose a novel method for generating attributed dynamic net-

works. We assume that node interactions are determined by the

users’ latent interests (static or slowly changing) and the way of

expressing those interests. Our proposed model, DYnamic Attrib-

uted Node rolEs (DYANE)
1
, extends motif-based node roles (Fig. 2)

to roles that generate content embeddings. The model makes the

following assumptions about the graph generative process:

(1) All nodes remain active

(2) Nodes have a probability distribution over role types that

they play in motifs

(3) Node attributes are aggregated from edges (interactions)

(4) Node latent topics/interests vary over time

(5) Node interactions are determined by the node roles and

latent topics/interests

We first describe DYANE’s generative process and then we out-

line our approach to estimate model parameters from an observed

dynamic network. In the generation process, the motifs are sampled

from a probability distribution based on the latent interests of the

nodes and the roles they would have to play in a particular motif

type, while also ensuring the motif type proportions in the graph

are maintained. For example, in a wedge one node would be a hub

and the other two would be spokes (Fig. 2).

Figure 2: Motif Types and Node Roles

The motivation for our approach is based on the following con-

jectures: (1) modeling higher-order structures (i.e., motifs), will

capture the underlying distribution of graph structure, and (2) con-

sidering the nodes’ latent interests and motif roles will also capture

correlations in node content embeddings, connections, and activity.

4.1 Generative Process
The overall generative process is described in Fig. 3, and the model

architecture is illustrated in Fig. 4. We model the time until nodes

become active as Gamma random variables with the same rate and

the motif inter-arrivals as a Bernoulli Process, whose parameters

depend on themotif type. Therefore, we use Geometric random vari-

ables as the inter-arrival times and a Beta prior on the distribution

of inter-arrival rates for each motif type.

We first sample the arrival times for all nodes from a Gamma

distribution (Fig. 3a and eq. 1).

𝑥𝑣 ∼ Γ(𝛼, 𝛽)
g :=

[
𝑣 ∈ 𝑉 ↦→ ⌊|𝑥𝑣 |⌋

]
(1)

At each timestep 𝑡 , we first calculate any new tripletsU𝑡 (Eq. 1)
that can be sampled as motifs from the set of active nodes𝑉 ′𝑡 (Eq. 3),

where g(𝑣) is the arrival time of node 𝑣 (Eq. 1).

U𝑡 =
{
{𝑢, 𝑣,𝑤} ⊂ 𝑉 ′𝑡 : {𝑢, 𝑣,𝑤} ∉ U𝑡−1

}
(2)

𝑉 ′𝑡 = {𝑣 ∈ 𝑉 : g(𝑣) ≤ 𝑡} (3)

1
Code is available at https://github.com/zeno129/DYANE

Figure 3: DYANE Generative Process

In fig. 3b, we sample motifs from these new triplets inU𝑡 , using
the motif type probabilities obtained from the Motif Types CNN

(Alg. 1 and line 3), which are based on the node roles and content

embeddings (Fig. 4c). For the motif inter-arrivals (Fig. 3c), we first

sample an inter-arrival rate 𝜆{𝑢,𝑣,𝑤 } from a Beta distribution with

parameters 𝛼𝑖 , 𝛽𝑖 , which depend on the motif type 𝑖 sampled. We

sample motif inter-arrival times using that rate (Alg. 2). Afterwards,

we sample node roles for each motif node and update the counts for

node roles assigned (Fig. 3d). The updated counts (Alg. 3 and line 15)

are then used to update the node role embeddings with the meta-

model (Fig. 4d).

In fig. 3e, we sample content embeddings for each timestepwhere

the motif occurs (Alg. 4). In line 3, we only consider the content

embeddings of “influential” nodes (i.e., nodes that form the motif’s

edges). We seed the embedding with the influential nodes’ average

content embeddings ®𝑧𝑣′ (line 6). For each time the motif appears, we

create a new content embedding by adding Gaussian noise (line 10),

using influential nodes’ content embeddings variance ®𝑦𝑣′ . Lastly,
we assemble G′ using the motifsM, inter-arrival timesM𝑆

, node

rolesM𝑅
, and sampled content embeddingsM𝑋

(Alg. 5 and fig. 3f).

4.2 Estimation
Given an observed dynamic graph G, we estimate the input param-

eters for our generative process.

4.2.1 Node Arrivals. We begin by fitting a Gamma distribution to

the node arrival times, estimating the shape and rate parameters

(𝛼 and 𝛽 respectively). We estimate the arrival time 𝑥𝑣 of a node 𝑣 ,

with the timestep in which 𝑣 had its first edge:

𝑥𝑣 = argmin

𝑡
1(𝑣 ∈ 𝑉𝑡 )

𝑋 = (𝑥1, . . . , 𝑥 |𝑉 |)
𝑋 ∼ Γ(𝛼, 𝛽)

https://github.com/zeno129/DYANE
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Figure 4: DYANE Model Architecture. (a) Node Roles GCN, (b) Content Model, (c) Motif Types CNN, (d) Node Roles Meta-Model

Algorithm 1: SampleMotifs
input: U𝑡 , q(𝑖)
output : M𝑡 // sampled motifs

M𝑇
𝑡 // motif types

1 begin
2 n :=

[
𝑖 ∈ [3, 2, 1] ↦→ q(𝑖) · |U𝑡 |

]
// Get probabilities from CNN (Eq. 10)

3 P←
[
{𝑢, 𝑣, 𝑤 } ∈ U𝑡 ↦→ MotifTypesCNN(𝑢, 𝑣, 𝑤)

]
4 for 𝑖 ∈ [3, 2, 1] do
5 U′𝑡 := U𝑡 , P′ := P // initialize

6 if |U𝑡 | > max_size then
// Use a reservoir if too large

7 U′𝑡 ← ReservoirSampling(U𝑡 , max_size)
8 P′ ←

[
{𝑢, 𝑣, 𝑤 } ∈ U′𝑡 ↦→ P{𝑢,𝑣,𝑤}

]
9 M (𝑖 ) ∼ Mult (P′ (𝑖 ) , n(𝑖 ) ) // sample motifs

10 M𝑇
𝑡 :=

[
𝑚 ∈ M (𝑖 ) ↦→ 𝑖

]
// save motif types

11 U𝑡 ← U𝑡 − M (𝑖 ) // triplets left to sample

Algorithm 2: SampleMotifTimesteps
input: 𝑇 , 𝑡 ,M𝑡 ,M𝑇

𝑡

output : M𝑆
𝑡 // motif timesteps

1 begin
2 for𝑚 ∈ M𝑡 do
3 𝜆{𝑢,𝑣,𝑤} ∼ 𝐵𝑒𝑡𝑎 (𝛼𝑖 , 𝛽𝑖 ) // sample, 𝑖 := M𝑇

𝑡 (𝑚)
4 p← 𝜆{𝑢,𝑣,𝑤} ·𝑛 + 𝛼𝑖

𝑛 + 𝛼𝑖 + 𝛽𝑖
// adjust for 𝑛 := 𝑇 − 𝑡

5 𝑡 ′ ← 𝑡 // init

6 while 𝑡 ′ ≤ 𝑇 do
7 𝑘 ∼ 𝑁𝐵 (1, p) // sample inter-arrival time

8 𝑡 ′ ← 𝑡 ′ + 𝑘 // update next timestep

9 if 𝑡 ′ ≤ 𝑇 then M𝑆
𝑡 (𝑚).append(𝑡 ′)

4.2.2 Motif Proportions. We iterate over the graph snapshots 𝐺𝑡
to find the 3-node motifs in each timestep 𝑡 . To determine the motif

type 𝑖 of a motif {𝑢, 𝑣,𝑤}, we keep track the edge configurations

we find and select the higher-order motif type. For example, if

we observe the triplet {𝑢, 𝑣,𝑤} is a triangle at timestep 𝑡 and we

previously saw it as a wedge, we update its type to a triangle.

Then, we use the maximum likelihood estimate (MLE) of the

Binomial distribution to calculate the motif proportions q(𝑖) of each
type in the graph, where 𝑖 corresponds to the number of edges in

the motif (i.e., 𝑖 = 1 for a 1-edge, 𝑖 = 2 for a wedge, and 𝑖 = 3 for a

triangle motif):

𝑞(𝑖) =

|{{𝑢,𝑣,𝑤 } ∈ M : M𝑇 ( {𝑢,𝑣,𝑤 }) = 𝑖}|

( |𝑉 |
3
) , if 𝑖 ∈ [1, 2, 3]

1 −∑
3

𝑖=1 𝑞(𝑖), otherwise

(4)

whereM is the set of observed motifs,

( |𝑉 |
3

)
is all possible 3-node

combinations, and {𝑢, 𝑣,𝑤} is a motif with nodes 𝑢, 𝑣 ,𝑤 .

4.2.3 Motif Inter-Arrivals. We estimate the inter-arrival rates of

each observed motif {𝑢, 𝑣,𝑤} using weighted edge counts (Eq. 5).

Then, our model fits a Beta distribution with parameters 𝛼𝑖 , 𝛽𝑖 from

the inter-arrival rates of motifs with the same type, for each motif

type 𝑖 . Note that we do not need to estimate rates for the empty

motif type (𝑖 = 0).

𝜆{𝑢,𝑣,𝑤 } =

∑𝑇
𝑡=1 𝑑𝑡

(
{𝑢, 𝑣,𝑤}

)
𝑇

(5)

Given that we consider all possible 3-node motifs, there will be

common edges among them. Thus, to count the number of times a

motif appeared, we use edge-weights based on how many motifs

share that edge.We use these edge-weighted counts𝑑𝑡 , per timestep

𝑡 , to estimate the inter-arrival rate for each motif {𝑢, 𝑣,𝑤} (Eq. 6a).
The weights 𝜔

(𝑖)
𝑡 will depend on the motif type 𝑖 of {𝑢, 𝑣,𝑤} and

are calculated for each edge of the motif (Eq. 7a).
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Algorithm 3: SampleNodeRoles
input: M𝑡 ,M𝑆

𝑡 , 𝑐𝑅

output :M𝑅
𝑡 , 𝑐𝑅 // sampled node roles & updated counts

1 begin
2 for𝑚 ∈ M𝑡 do
3 if 𝑖 = 3 then // triangle
4 M𝑅

𝑡 (𝑚, 𝑣) ← equal3, ∀𝑣 ∈𝑚
5 else if 𝑖 = 2 then // wedge

6 𝑝ℎ ←
[
𝑣 ∈𝑚 ↦→ 𝑃 [𝑣,hub]∑

𝑣′∈𝑚 𝑃 [𝑣′,hub]

]
// normalize

7 𝑣ℎ ∼ 𝐵𝑖𝑛 (𝑚, 𝑝ℎ) // sample hub node

8 M𝑅
𝑡 (𝑚, 𝑣ℎ) ← hub

9 M𝑅
𝑡 (𝑚, 𝑣) ← spoke, ∀𝑣 ∈𝑚, 𝑣 ≠ 𝑣ℎ

10 else if 𝑖 = 1 then // 1-edge

11 𝑝𝑜 ←
[
𝑣 ∈𝑚 ↦→ 𝑃 [𝑣,outlier]∑

𝑣′∈𝑚 𝑃 [𝑣′,outlier]

]
// normalize

12 𝑣𝑜 ∼ 𝐵𝑖𝑛 (𝑚, 𝑝𝑜 ) // sample outlier node

13 M𝑅
𝑡 (𝑚, 𝑣𝑜 ) ← outlier

14 M𝑅
𝑡 (𝑚, 𝑣) ← equal2, ∀𝑣 ∈𝑚, 𝑣 ≠ 𝑣𝑜

15 count
(
𝑣, M𝑅

𝑡 (𝑚, 𝑣)
)
−= |M𝑆

𝑡 (𝑚) |, ∀𝑣 ∈𝑚 // update

Algorithm 4: SampleMotifContent
input: X,M𝑡 ,M𝑆

𝑡 ,M𝑅
𝑡

output :M𝑋
𝑡 // sampled motif content

1 begin
2 for𝑚 ∈ M𝑡 do // ea. motif sampled

// get influential nodes from motif roles

3 𝑚′ :=
{
𝑣′ ∈𝑚 : M𝑅

𝑡 (𝑚, 𝑣′) ≠ outlier
}

// get embedding mean and variance ea. node

4 Y←
[
®𝑦𝑣′ = var(X(𝑣′) ) | 𝑣′ ∈𝑚′

]
5 Z←

[
®𝑧𝑣′ = avg(X(𝑣′) ) | 𝑣′ ∈𝑚′

]
6 ®𝑏 ← avg(Z) // seed embedding

7 ®𝜎2 ← avg(Y), ®𝜇 ← [0, . . . , 0]
8 for 𝑡 ∈ M𝑆

𝑡 (𝑚) do // ea. timestep of motif
9 ®𝑛 ∼ N ( ®𝜇, ®𝜎2) // sample Gaussian noise

10 M𝑋
𝑡 (𝑚) ← ®𝑏 + ®𝑛 // new embedding

Algorithm 5: ConstructGraph
input: M,M𝑆

,M𝐸
,M𝑋

output :G′ = {𝐺′
1
, . . . ,𝐺′

𝑇 ′ } // where 𝐺′𝑡 = (𝑉 ′𝑡 , 𝐸′𝑡 , 𝑋 ′𝑡 , 𝑆′𝑡 )
1 begin
2 M𝑡 :=

{
{𝑢, 𝑣, 𝑤 } ∈ M : 𝑡 ∈ M𝑆 ( {𝑢, 𝑣, 𝑤 })

}
3 for 𝑡 ∈ [1, . . . ,𝑇 ′] do
4 𝑉 ′𝑡 ←

{
𝑣 ∈ 𝑉 : g (𝑣) ≤ 𝑡

}
// nodes & content

5 X′𝑡 :=
[
𝑣′ ∈ 𝑉 ′𝑡 ↦→ {M𝑋 (𝑚) : 𝑣′ ∈𝑚, 𝑚 ∈ M𝑡 }

]
// edges & timestamps

6 𝐸′𝑡 ←
{
(𝑢′, 𝑣′) ∈ M𝐸 (𝑚) : {𝑢′𝑣′ } ⊂𝑚, 𝑚 ∈ M𝑡

}
7 𝑆′𝑡 :=

[
(𝑢′𝑣′) ∈ M𝐸 (𝑚) ↦→ 𝑡 : {𝑢′𝑣′ } ⊂𝑚, 𝑚 ∈ M𝑡

]

𝑑𝑡
(
{𝑢, 𝑣,𝑤}

)
=

∑
(𝑢′,𝑣′) ∈𝑒𝑡 ( {𝑢,𝑣,𝑤 }) 𝜔

(𝑖)
𝑡 (𝑢 ′, 𝑣 ′)

|𝑒𝑡 ({𝑢, 𝑣,𝑤}) |
(6a)

𝑒𝑡 ({𝑢, 𝑣,𝑤}) =
{
(𝑢 ′, 𝑣 ′) | {𝑢 ′, 𝑣 ′} ⊂ {𝑢, 𝑣,𝑤}, (𝑢 ′, 𝑣 ′) ∈ 𝐸𝑡

}
(6b)

For a motif {𝑢, 𝑣,𝑤}, we calculate the weight of its edge (𝑢 ′, 𝑣 ′)
using the count for the edge in the timestepwindow and considering

its motif type 𝑖 (Eq. 7a). We give larger edge-weight to motif types

with more edges, since they are more likely to produce the observed

edges. This also ensures that motif types with smaller proportion

q(𝑖) (Eq. 4) have a high enough inter-arrival rate to show up (i.e.,

triangles).

𝜔
(𝑖)
𝑡 (𝑢

′, 𝑣 ′) =
min

(
𝑟
(𝑖)
𝑡 (𝑢 ′, 𝑣 ′), n

(𝑖)
𝑡 (𝑢 ′, 𝑣 ′)

)
n(𝑖)𝑡 (𝑢 ′, 𝑣 ′)

(7a)

r (𝑖)𝑡 (𝑢
′, 𝑣 ′) =


c𝑡 (𝑢 ′, 𝑣 ′), if 𝑖 = 3

r (𝑖+1)𝑡 (𝑢 ′, 𝑣 ′) − n(𝑖+1)𝑡 (𝑢 ′, 𝑣 ′), if 𝑖 ∈ [1, 2], and
r (𝑖+1)𝑡 (𝑢 ′, 𝑣 ′) > 0

0, otherwise

(7b)

n(𝑖)𝑡 (𝑢
′, 𝑣 ′) =


|N𝑡 (𝑢 ′) ∩ N𝑡 (𝑣 ′) |, if 𝑖 = 3

|N𝑡 (𝑢 ′) ⊕ N𝑡 (𝑣 ′) |, if 𝑖 = 2

|𝑉 −
(
N𝑡 (𝑢 ′) ∪ N𝑡 (𝑣 ′)

)
|, if 𝑖 = 1

(7c)

where |n(𝑖)𝑡 (𝑢 ′, 𝑣 ′) | is the number of motifs of type 𝑖 that share

edge (𝑢 ′, 𝑣 ′), the number of times (𝑢 ′, 𝑣 ′) appears in 𝐸𝑡 is 𝑐𝑡 (𝑢 ′, 𝑣 ′),
the remaining edge count is 𝑟

(𝑖)
𝑡 (𝑢 ′, 𝑣 ′) for motif type 𝑖 , and

N𝑡 (𝑢 ′), N𝑡 (𝑣 ′) are the neighbor’s at time 𝑡 of nodes 𝑢 ′ and 𝑣 ′,
respectively.

4.2.4 Node Role Probabilities. For every node 𝑣𝑖 , we estimate it’s

node role probabilities from the counts that 𝑣𝑖 had each role 𝑟 ∈ R,
with the MLE of the Multinomial distribution. For a node 𝑣𝑖 , let

𝑝roles
𝑖

be its node role probabilities, 𝑥roles
𝑖

its weighted node role

counts (elsewhere noted as 𝑐
(𝑣𝑖 )
𝑅

for conciseness), and 𝑛 =
∑
𝑟 𝑥

roles

𝑖,𝑟

the total number of role counts, such that 𝑥roles
𝑖
∼ 𝑀𝑢𝑙𝑡 (𝑛, 𝑝roles

𝑖
).

We then estimate the node role probabilities as follows:

𝑝roles𝑖 =
𝑥roles
𝑖

𝑛
=

(
𝑥roles
𝑖,1

𝑛
, . . . ,

𝑥roles
𝑖,𝑘

𝑛

)
(8)

whereR = {equal3, hub, spoke, equal2, outlier} is the set of pos-
sible roles, 𝑘 = |R | is the number of roles, and 𝑥roles

𝑖,𝑟
= count(𝑣𝑖 , 𝑟 )

is the weighted count of times that node 𝑣𝑖 had role 𝑟 (Alg. 6). Edge-

weights (Eq. 7a) are used to avoid over-counting the roles for motifs

of the same type with a shared edge.

4.2.5 Node Roles GCN (Fig. 4a) is used to obtain the initial node

role embeddings that will be fed into the Motif Types CNN for

training. The Node Roles GCN takes as input the graph adjacency

A𝑡 (with the identity matrix I as node features) at each timestep 𝑡 ,

and each is passed individually through the convolution layers.

H(𝑙+1)𝑡 = 𝑓

(
H(𝑙)𝑡 ,A𝑡

)
= ReLU

(
A𝑡H

(𝑙)
𝑡

)
W(𝑙)𝑡

H(1)𝑡 = I

Each GCN layer has it’s own W(𝑙)𝑡 at each timestep, where 𝑙 ∈
[1, . . . , 𝐿]. Each final output from the GCN layers will be an input

for an LSTM cell, where the LSTM sequence combines the temporal

aspect. The temporal input for an LSTM cell at time 𝑡 is H(𝐿+1)𝑡 .

o𝑖 = LSTM

(
H(𝐿+1)
1:𝑇

(𝑣𝑖 )
)
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Algorithm 6: GetNodeRoleCounts
input: 𝑉 , 𝐸,𝑇

output :𝑐𝑅 :=
[
𝑣 ∈ 𝑉 , 𝑟 ∈ R ↦→ count (𝑣, 𝑟 )

]
// role counts

1 begin
2 count (𝑣, 𝑟 ) = 0, ∀𝑣 ∈ 𝑉 , ∀𝑟 ∈ R // init. counts

3 for 𝑡 ∈ [1, . . . ,𝑇 ] do
4 for (𝑢, 𝑣) ∈ 𝐸𝑡 do
5 if 𝑛 (3)𝑡 > 0 then // triangles
6 for 𝑤 ∈

(
N𝑡 (𝑢) ∩ N𝑡 (𝑣)

)
do

7 count(𝑣′, equal3) += 𝜔 (3)
3
, ∀𝑣′ ∈ {𝑢, 𝑣, 𝑤 }

8 if 𝑛 (2)𝑡 > 0 and 𝑟
(2)
𝑡 (𝑢, 𝑣) > 0 then // wedges

9 for 𝑤 ∈
(
N𝑡 (𝑢) ⊕ N𝑡 (𝑣)

)
do

10 for 𝑣′ ∈ {𝑢, 𝑣, 𝑤 } do
11 𝑟 ← GetRoleTimestep(𝑣′, 𝐸𝑡 , {𝑢, 𝑣, 𝑤 })
12 if 𝑟 = hub then
13 count(𝑣′, hub) += 𝜔 (2)

2
// Eq. 7a

14 else
15 count(𝑣′, spoke) += 𝜔 (2)// Eq. 7a

16 if 𝑛 (1)𝑡 > 0 and 𝑟
(1)
𝑡 (𝑢, 𝑣) > 0 then // 1-edges

17 count(𝑢, equal2) += r (1)𝑡 (𝑢′, 𝑣′) // Eq. 7b

18 count(𝑣, equal2) += r (1)𝑡 (𝑢′, 𝑣′) // Eq. 7b

19 for 𝑤 ∈
(
𝑉 −

(
N𝑡 (𝑢) ∪ N𝑡 (𝑣)

) )
do

20 count(𝑤, outlier) += 𝜔 (1) // Eq. 7a

oroles𝑖 = W
final

o𝑖 + bfinal (9)

ŷroles𝑖 = softmax

(
oroles𝑖

)
Then, the output of the LSTM sequence o𝑖 , for node 𝑣𝑖 , is passed
through a Linear layer and a Softmax function to obtain the node

role probabilities ŷ𝑖 of node 𝑣𝑖 . We train the Node Roles GCN for

200 epochs and use categorical cross-entropy as a loss function at

the final output layer. We use the estimated node role probabilities

(Eq. 8) as the ground truth y𝑖 for node 𝑣𝑖 .

L(ŷroles𝑖 , yroles𝑖 ) = −
∑︁
𝑖∈𝑉

|R |∑︁
𝑗

𝑦roles𝑖, 𝑗 𝑙𝑜𝑔(𝑦roles𝑖, 𝑗 )

The last hidden layer of the Node Roles GCN is used as the initial

node role embedding for a node (Eq. 9).

4.2.6 Node Roles Meta-Model is used to update the node role em-

beddings. As motifs and node roles are sampled at each timestep 𝑡

in the generative process, the node role probability distributions

must be updated. Similarly, the node role embeddings will be up-

dated using the most recent sampled node role counts 𝑐𝑅 (Alg. 3

and line 15).

We fit a Ridge Regression model (i.e., linear least squares with

ℓ2-norm regularization) using the node role counts as the input

𝑋
roles

and the node role embeddings as the labels 𝑌
roles

. We use

cross-validation during training and perform a grid search over the

parameters. The loss function 𝑅 is the squared ℓ2 norm,

𝑅(𝑤) =
𝑑∑︁
𝑖=𝑗

𝑤2

𝑖

1

𝑛
| |𝑌

roles
− 𝑋

roles
𝑤 | |2

2
+𝜆

∑︁
𝑗=1𝑑

|𝑤 𝑗 |2→ argmin

𝑤∈R𝑑

and the closed-form solution for𝑤 is:

𝑤 = (𝑋⊤
roles

𝑋
roles
+ 𝜆𝐼 )−1𝑋⊤

roles
𝑌
roles

To update the node role embedding for a node 𝑣𝑖 , we then pass

the updated node role counts as input 𝑥roles
𝑖

= 𝑐
(𝑣𝑖 )
𝑅

and we have:

ŷroles𝑖 =
∑︁
𝑗

𝑤 𝑗𝑥
roles⊤
𝑗 𝑥roles𝑖

Note that in this case ŷroles
𝑖

is the predicted node role embedding

of node 𝑣𝑖 , and the ground truth yroles
𝑖

is the Node Roles GCN last

hidden layer output oroles
𝑖

(Eq. 9).

4.2.7 Content Model (Fig. 4b) is used to obtain the node content

embeddings that will be fed into the Motif Types CNN as part of

the input. We obtain the content embedding for a node, by passing

all content authored by the node through a Sentence-Transformer

[20] encoder. Then, we take the average of those embeddings as

the content portion of the node embedding (i.e., ®𝑧𝑣′ = avg(X(𝑣′) )).
We use available pre-trained models. Specifically, we use Distil-

RoBERTa [23] and SPECTER [3, 24] for scientific/academic content.

4.2.8 Motif Types CNN (Fig. 4c) takes as input the node embed-

dings for a triplet {𝑢, 𝑣,𝑤} (i.e., the node roles and content embed-

dings concatenated for each node) and will output the probabilities

for each motif type 𝑖 (i.e., probability of being a triangle, wedge,

1-edge, or empty). More concretely, let x ∈ R𝑁×𝑑 be the matrix of

node embeddings for the triple {𝑢, 𝑣,𝑤}, defined as:

x = (®𝑟𝑢 ⊕ ®𝑧𝑢 , ®𝑟𝑣 ⊕ ®𝑧𝑣, ®𝑟𝑤 ⊕ ®𝑧𝑤)
where 𝑑 = |®𝑟𝑣′ ⊕ ®𝑧𝑣′ | is the node embedding dimension, and 𝑁 = 3

is the number of nodes in the triple.

To perform a convolution operation for input x, windows slide
from top to bottom through multiple convolution kernels of size

𝑘 × 𝑑 (𝑘 ∈ [1, 2, 3]), and the number of filters for each kernel is

𝐿 = 100. In a window of 𝑘 node embeddings x𝑛:𝑛+𝑘−1, a filter 𝐹 𝑙

(1 < 𝑙 < 𝐿) returns the feature map 𝑐𝑙𝑛 , defined as:

𝑐𝑙𝑛 = ReLU

(
W𝑙 ◦ x𝑛:𝑛+𝑘−1 + b𝑙

)
where ◦ is the convolutional operator, W𝑙 ∈ R𝑘×𝑑 and b𝑙 denote
the weight matrix and bias, and 𝑘 is the length of the filter. As

the filter 𝐹 𝑙 traverses from x
1:𝑘−1 to x𝑁+𝑘−1:𝑁 , we get the output

feature maps

Afterwards, we perform max pooling on the features maps we

obtained for filter 𝐹 𝑙 (with length 𝑘) and we get 𝑜𝑙
𝑘
= max(c𝑙 ). Then,

in the flattened layer we get o and pass that through a linear layer

to get o′, as follows:

o =

(
𝑜1
𝑘
, . . . , 𝑜𝐿

𝑘
, . . . , 𝑜1𝐾 , . . . , 𝑜

𝐿
𝐾

)
o′ = W

final
o + b

final

To get the motif type probability, we apply a Softmax function

to obtain P{𝑢,𝑣,𝑤 } . Let P
(𝑖)
{𝑢,𝑣,𝑤 } denote the probability of motif

{𝑢, 𝑣,𝑤} having motif type 𝑖 . Then, the predicted motif type is

𝑦{𝑢,𝑣,𝑤 } is calculated as:

P{𝑢,𝑣,𝑤 } = softmax

(
o′

)
(10)

𝑦{𝑢,𝑣,𝑤 } = argmax

𝑖

(
P(𝑖){𝑢,𝑣,𝑤 }

)
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We train the Motif Types CNN for 300 epochs and use cross-

entropy as the loss function. We use the observed motif type in the

input networkG as the ground truth𝑦{𝑢,𝑣,𝑤 } and perform stratified

sampling to select motifs for the training setMtrain and test set

Mtest. Let 𝑗 be the index of motif {𝑢, 𝑣,𝑤} in the training set, then

the loss function is defined as:

L
(
𝑦motif

𝑗 , 𝑦motif

𝑗

)
= −

∑︁
𝑗 ∈Mtrain

𝑦motif

𝑗 𝑙𝑜𝑔(𝑦motif

𝑗 )

5 METHODOLOGY
We first describe the baseline models (Subsection 5.1) and datasets

(Subsection 5.2) used in our evaluation. Then, we introduce the

metrics for evaluating graph structure, node behavior and content

embeddings (Subsection 5.3). We estimate model parameters on the

observed input graph for our model and all baselines.

5.1 Baselines
5.1.1 TagGen is a deep graph generative model for dynamic net-

works [40]. It models a deep generative process of𝑘-length temporal

walks using local operations (addition and deletions of temporal

edges), to generate synthetic temporal random walks. We used the

available implementation of TagGen
2
.

5.1.2 TG-GAN learns distributions of temporal walks to capture

topological and temporal patterns of temporal graphs [36]. It con-

sists of two parts, a temporal walk generator and a discriminator.

We used the available implementation of TG-GAN
3
. Given that

TG-GAN relies on continuous timesteps, we transform the datasets

edges to use the edge timestamps directly. After generating a new

network, we transform it to match the graph snapshots and time-

windows of the observed network.

5.1.3 CTWalk models temporal graphs with attributes, capitaliz-

ing on temporal random walks and conditional GANs [13]. Specif-

ically, it builds upon TagGen [40], for temporal edge generation,

and CTGAN [32], for generating node and edge attributes. We used

the implementation kindly provided by the authors. Given that

CTWalk relies on discrete attributes, we created topic labels from

the content text and embeddings with BERTopic [4].

5.2 Datasets
We use the datasets described below, with more detailed statistics

shown in Table 1.

5.2.1 Arnetminer (Aminer) is an academic co-authorship network,

where nodes represents authors, edges represent co-authorship on

a paper, and the content is the title and abstract of a paper [25, 28].

5.2.2 Congress Tweets (Congress) is a social network, where nodes

represent Twitter accounts of US Congress, edges represent men-

tions or re-tweets, and the content is the text of the tweet [14, 29].

5.2.3 Reddit Cross-posts (R-Posts) is a social network, where nodes

represent subreddits, edges represent cross-links between subred-

dits, and the content is the text of the post linking to another

subreddit [1, 10, 27].

2
https://github.com/davidchouzdw/TagGen

3
https://github.com/tongjiyiming/TGGAN

5.2.4 Reddit Replies (R-Replies) is a social network, where nodes

represent Reddit users, edges represent replies to posts or comments,

and the content is the text of reply [1, 6, 15].

Table 1: Attributed Dynamic Networks Statistics

Dataset |𝑉 | |𝐸 | Unique |𝑇 | Length Time Span

Aminer 602 4,124 1,041 10 1 yr. 2010–2019

Congress 1,283 425,297 116,097 762 1 day 12/19–12/21

R-Posts 1,009 48,780 15,166 41 1 mo. 12/13–04/17

R-Replies 1,894 58,836 7,330 41 1 mo. 12/13–04/17

5.3 Evaluation
We use two sets of metrics in our evaluation for graph structure

and node behavior. The majority of graph structure metrics we

selected are widely used to characterize graphs. With these first

set of metrics we aim to measure if the overall graph structure of

the generated graph G′ is similar to the dataset graph G. For the
second set, we propose to use node-aligned metrics to capture node

behavior. For the evaluation of node content embeddings, we want

to measure how close or similar the observed attributes X are to

X′. We use different distance and similarity metrics for the content

embeddings and estimated topics, which are discrete attributes.

5.3.1 Graph Structure. To evaluate the graph structure generated

by the models against that of the datasets, we use the following met-

rics: density, average local clustering coefficient, global clustering

coefficient, average path length of largest connected component

(LCC), and s-metric [12]. We calculate the graph structure metrics

for each time-window of the generated graph G′ and the input

graph G. Specifically, for each graph structure metric 𝑠 , we calcu-

late the distribution of values s𝑔𝑒𝑛 of the generated graph and s𝑖𝑛
of the input graph (where s𝑖𝑛 = {𝑠 (𝐺1), . . . , 𝑠 (𝐺𝑇 )}, and 𝐺𝑡 ∈ G).
Given that we aim to model the distribution of graph structure,

and not just generate the same graph sequence, we calculate the

Kolmogorov-Smirnov (KS) test statistic on s𝑔𝑒𝑛 and s𝑖𝑛 to evaluate

G′ against G.

5.3.2 Node Behavior. To compare the temporal node behavior of

the generated graphs against the datasets, we use the following

node-aligned, temporal metrics: activity rate, temporal degree dis-

tribution [34], clustering coefficient, closeness centrality, and the

size of its connected component. We calculate the node-aligned,
temporal metrics for every node in the input graph G and the gen-

erated graph G′. Node-alignment refers to assumption that node

ids are aligned over graph snapshots, within a graph sequence (e.g.,

{𝐺1, . . . ,𝐺𝑇 }). Based on this, we measure the distribution of values

a node has over time s(𝑣𝑖 |G) = {𝑠 (𝑣𝑖 |𝐺1), . . . , 𝑠 (𝑣𝑖 |𝐺𝑇 )} for each
metric 𝑠 . Since the nodes in G do not necessarily correspond to

those in G′, we consider the inter-quartile range (IQR) of values
over time {s(𝑣 𝑗 |G)} 𝑗 ∈G. We then perform a 2-dimensional KS test

using the 𝑄1 and 𝑄3 values of all nodes in G and G′. With this

approach, we can capture each node’s individual behavior and their

joint behavior. Unlike using the mean and median of the 𝑠 values,

this approach can capture characteristics of the distribution of val-

ues and can be misleading. For example, a synthetic graph G′ could
have mean and median values of a metric 𝑠 very close to those of

an observed graph G, but have a much larger dispersion of 𝑠 values

https://github.com/davidchouzdw/TagGen
https://github.com/tongjiyiming/TGGAN
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(a) Graph Structure (R-Posts) (b) Node Behavior (R-Posts) (c) Node Topics (R-Posts)

(d) Graph Structure (Aminer) (e) Node Behavior (Aminer) (f) Node Topics (Aminer)

Figure 5: Results for Reddit Cross-Posts (top) and Arnetminer (bottom). (a,b,d,e) Lower value is better, (c,f) higher value is
better. (d,e,f) Average statistic and +1/−1 Standard Deviation is shown over 10 trials

than observed in G. We use the KS test on the inter-quartile range

(i.e., 𝑄1 and 𝑄3) because it does not make assumptions about the

distribution of values and can capture variability or dispersion.

5.3.3 Node Content. To evaluate the generated content embed-

dings, we use the following metrics on the content embeddings:

Distance correlation with Central Kernel Alignment, and Fréchet

Bert Distance. Central Kernel Alignment (CKA) generalizes squared

cosine similarity and Pearson correlation to the multivariate case

(e.g., sets of embeddings) [38, 39]. Distance correlation measures

both linear and non-linear relationships between two random vec-

tors, even when they have different dimensions [26]. Fréchet Bert

Distance (FBD) measures distance between BERT-based embedding

sets—Specifically, it measures the distance between the distribution

of generated data and the observed [31].

To evaluate the similarity of the node’s topics, we fit a BERTopic

model [4] on the observed content and embeddings to get the

embedding topics. For the CTWalk baseline, we use directly the

discrete attributes generated, which correspond to the topics. For

our model, DYANE, we calculate the topics of the generated embed-

dings with the previously fitted model. We compare both models

with the following topic metrics: Szymkiewicz-Simpson Coefficient

(SSC), Jaccard Similarity Index, (Jaccard) and Sørensen–Dice Sim-

ilarity Coefficient (DSC). SSC measures the overlap of common

elements in two sets. In contrast to SSC, Jaccard always penalizes

differences between the sets. DSC gauges the similarity of two sam-

ples, similar to Jaccard, but gives more weight to set commonalities

than differences. We calculate these metrics for every node on their

content in the input graphG and generated graphG′ (i.e.,X against

X′). Specifically, we measure the distribution of values on all nodes

s(X,X′) = {𝑠 (𝑣𝑘 |X,X′)}𝑘∈(G∧G′) for every content metric 𝑠 and

report the average. We also investigate the quality of the generated

embeddings by visually inspecting the topics extracted for a small

sample of nodes.

6 RESULTS
6.1 Evaluation of Generated Graphs
We show the KS statistic (lower is better) for the graph structure

(Figures 5a and 5d) and node behavior (Figures 5b and 5e) of the

Reddit Cross-Posts and Arnetminer datasets. On average, DYANE

improves the KS score of graph structure metrics by 21-31% and

the node-aligned metrics by 17-27%. Additional results for Reddit

Replies and Congress are reported in [35].

Table 2: Metrics MRR

Model Aminer Congress R-Posts R-Replies

G
ra
ph

St
ru

ct
ur

e DYANE 0.87 1.00 0.90 0.87
CTWalk 0.50 0.60 0.47 0.33

TG-GAN — 0.37 0.27 0.50

TagGen 0.60 — 0.47 0.53

N
od

e
B
eh

av
io
r DYANE 1.00 1.00 0.80 0.90

CTWalk 0.37 0.43 0.70 0.40

TG-GAN — 0.53 0.28 0.80

TagGen 0.50 — 0.30 0.28

In order to compare the models more easily, we calculated the

mean reciprocal rank (MRR) of the KS statistics for the graph struc-

ture and the node behavior metrics. To calculate the MRR, we

ranked all models’ results by using the KS statistics. In Table 2,

we can observe that our model (DYANE) outperforms the base-

lines when considering each set of metrics together using the MRR

(higher is better), for both graph structure and node behavior. The

omitted baseline results are due to two reasons: (1) TG-GAN mod-

els continuous time and expects a smaller time granularity than

available for the Arnetminer dataset, (2) TagGen was not able to

run on the Congress Tweets dataset due to its size.
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(a) Topics in Observed Embeddings (b) Topics in Generated Embeddings (c) Number of new active triplets
Figure 6: Embedding Topics in Congress Tweets (a,b) and Model Complexity (c)

6.2 Evaluation of Generated Content
We also show the similarity metrics (higher is better) for the node

topics (Figures 5c and 5f) of the Reddit Cross-Posts and Arnetminer

datasets. Additional results of the node topics for other datasets are

reported in [35]. TagGen and TG-GAN do not model any attributes,

so their results are omitted. Our model (DYANE) consistently out-

performs the CTWalk baseline in the node topics evaluation metrics.

We also evaluated the generated content embeddings against

the observed with the content embedding metrics, and show the

results in Table 3. Our model achieved high CKA distance correla-

tion (d-corr) in the majority of the datasets (higher is better). We

also observe that the lowest Fréchet Bert Distance (FBD) is in the

Arnetminer dataset (lower is better). This is also consistent with

the topic evaluation results.

Table 3: Content Embedding Metrics (DYANE)

Metric Aminer Congress R-Posts R-Replies

d-corr 0.94 0.93 0.73 0.61

FBD 0.24 0.78 1.11 1.37

To inspect the quality of the sampled content embeddings, we

used the topics extracted with BERTopic and created topic word

clouds, weighed using their frequency. We show an example, to

compare the generated embeddings against the observed content

embeddings, for the Congress Tweets dataset (Figures 6a and 6b).

Qualitative results for the other datasets are omitted due to space.

6.3 Discussion
TagGen, compared to itself, performs better in the Arnetminer

dataset than the other datasets. Arnetminer has star structures

(high degree nodes) over time and shorter diameter than the other

datasets. TagGen benefits from very active and high degree nodes

due to its biased temporal random walks. TG-GAN has compara-

ble results to TagGen in graph structure, but performs better in

the node-aligned metrics for the Reddit datasets. In both datasets,

the majority of the nodes are of high-degree, possibly hindering

TagGen’s performance in comparison. CTWalk is the only baseline

that also models attributes, extending TagGen. CTWalk performs

comparable or better than TagGen in both of the Reddit datasets;

demonstrating that modeling attributes can improve the quality

of the networks generated. Our model, DYANE, consistently out-

performs the baselines while considering the graph structure and

node-aligned metrics. DYANE also outperforms CTWalk on the

node topic metrics. CTWalk generates attributes based on edges

or individual nodes, whereas DYANE considers higher-order struc-

tures (motifs). Additionally, CTWalk only generates discrete at-

tributes that were observed in the input graph. In contrast, DYANE

generates new content based on the pooled interests of the nodes

in the motif and their roles (using their content embeddings). Gen-

erating content using higher-order structures and embeddings can

exploit any possible overlaps of latent interest.

7 SCALABILITY ANALYSIS
The time complexity of DYANE parameter estimation is dominated

by the number of motifs in the input graph. In the worst case, the

number of motifs 3-node combinations.We only consider connected

motifs (Fig. 2), which can be found by iterating over the edges

at each graph snapshot (i.e., O(𝑉 2 · 𝑇 )). In practice, most real-

world graphs are very sparse so the finding the motifs is O(𝐸 ·
𝑉 · 𝑇 ). The time complexity of the DYANE generative process is
dependent upon the motif sampling from the new tripletsU𝑡 . In
the worst case, all nodes become active at the same time and the

number of new triplets is U𝑡 =
(𝑉
3

)
, resulting in O(𝑉 3) time. In

practice, the number of connected 3-node motifs𝑀 is proportional

to the number of nodes and edges (i.e., 𝐸 · 𝑉 ≤ 𝑀 < 𝑉 3
). To

analyze the time complexity of sampling motifs, we recorded the

number of node arrivals over time and calculated the number of

new active tripletsU𝑡 available to sample from (Fig. 6c). The orange

line in the plot, shows howU𝑡 evolves to the theoretical complexity(𝑉
3

)
. We calculateU𝑡 at each timestep as the node triples we have

not considered before (i.e., U𝑡 =
(𝑉𝑡
3

)
+

(𝑉𝑡
2

)
· 𝑉𝑡−1 +

(𝑉𝑡−1
2

)
· 𝑉𝑡 ),

substantially reducing the time complexity.

8 CONCLUSION
Our proposed model, DYnamic Attributed Node rolEs (DYANE),

is the first to generate synthetic dynamic networks and sample

content embeddings based on motif node roles. To the best of our

knowledge, it is the only attributed dynamic network model that

can generate new content embeddings–not observed in the input

graph, but still similar to that of the input graph. Our results show

that modeling the network attributes with higher-order structures

(e.g., motifs) improves the quality of the networks generated (graph

structure metrics by 21-31% and node-aligned metrics by 17-27% on

average). The use of the Kolmogorov-Smirnov (KS) test adapts graph

structure metrics designed for static graphs to the dynamic graph

setting, by considering the distribution of graph statistics. Similarly,

in our proposed content evaluation, we take the distribution of at-

tributes over time to evaluate the content embeddings generated by

nodes, employing metrics based on embeddings and topic similarity.

In conclusion, when jointly considering all three sets of metrics–

for temporal graph structure, node behavior, and content–DYANE

outshines other models on four real-world datasets.
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